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Abstract— Knowledge Discovery in Databases 

(KDDs) is the process of identifying valid, novel, useful, and 

understandable patterns from large data sets. Data Mining is 

the core of the KDD process, involving algorithms that explore 

the data, develop models, and discover significant patterns. 

Data mining has emerged as a key tool for a wide variety of 

applications, ranging from national security to market 

analysis. Many of these applications involve mining data that 

include private and sensitive information about users. Many 

applications that employ data mining techniques involve 

mining data that include private and sensitive information 

about the subjects. One way to enable effective data mining 

while preserving privacy is to anonymize the data set that 

includes private information about subjects before being 

released for data mining. One way to anonymize data set is to 

manipulate its content so that the records adhere to k-

anonymity. Two common manipulation techniques used to 

achieve k-anonymity of a data set are generalization and 

suppression. Generalization refers to replacing a value with a 

less specific but semantically consistent value, while 

suppression refers to not releasing a value at all. 

Generalization is more commonly applied in this domain since 

suppression may dramatically reduce the quality of the data 

mining results if not properly used. 

Index Terms— Privacy-preserving data mining, k-
anonymity, deindentified data, decision trees. 

INTRODUCTION 

Intuitively, a cluster on a set of numeric attributes 

identifies a “dense region” in the attribute space. That is, the 
region consists of a significantly larger number of tuples 

than expected. We generalize this intuitive notion for the 

class of                hyper-rectangular clusters to the 

categorical domain. 

As an illustrative example, the region [1,2]x[2,4]x[3,5] 

may correspond to a cluster in the 3-d space spanned by 

three numeric attributes. In general, the class of rectangular 

regions can be expressed as the cross product of intervals. 

Since domains of categorical attributes are not ordered, the 

concept of an interval does not exist. However, a 

straightforward generalization of the concept of an interval 

to the categorical domain is a set of attribute values.  

Consequently, the generalization of rectangular regions in 

the numeric domain to categorical domain is the cross 

product of sets of attribute values. We call such regions 

interval regions. Intuitively, a cluster consists of a 

significantly larger number of tuples than the number 

expected if all attributes were independent. In addition, a 
cluster also extends to as large a region as possible. We now 

formalize this notion for categorical domains by first 

defining the notion of a tuple belonging to a region, and 

then the support of a region, which is the number of tuples 

in the dataset that belong to the region.  

It extends kACTUS to handle unusually large attribute 

value domains as well as to identify clusters in subspaces. 

The results of a detailed evaluation of the speed and 

scalability of kACTUS on synthetic and real datasets and 

we examined whether the clusters discovered where 

intuitive and sensible. The compared the performance of 
kACTUS with the performance of STIRR. Until now, 

assumed that the domains of categorical attributes are such 

that the inter-attribute summary of any pair of attributes and 

the intra-attribute summary of any attribute fits in main 

memory. For the sake of completeness, we modify the 

summarization phase of kACTUS to handle arbitrarily large 

domain sizes. Recall that the summary information only 

consists of strongly connected pairs of attribute values.  

For large domain sizes, the number of strongly connected 

attribute value pairs (either from the same or from different 

attributes) relative to the number of all possible attribute 
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value pairs is very small. It  exploit this observation to 

collapse sets of attribute values on each attribute into a 

single attribute value thus creating a new domain of smaller 

size. The intuition is that if a pair of attribute values in the 

original domain is strongly connected, then the 

corresponding pair of transformed attribute values are also 

strongly connected, provided the threshold for strong 

connectivity between attribute values in the transformed 

domain is the same as that for the original domain. An 
application of CACTUS to a combination of two sets of 

bibliographic entries. The results from the application show 

that CACTUS finds intuitively meaningful clusters from the 

dataset thus supporting our definition of a cluster. 

I. BACKGROUND STUDY 

Researchers have shown that the HIPAA privacy rules 

have affected significantly their ability to perform 

retrospective, chart-based research. Privacy-preserving data 

mining (PPDM) deals with the trade-off between the 

effectiveness of the mining process and privacy of the 

subjects, aiming at minimizing the privacy exposure with 
minimal effect on mining result PPDM is a relatively new 

research area that aims to prevent the violation of privacy 

that might result from data mining operations on data sets. 

 PPDM algorithms modify original data sets so that 

privacy is preserved even after the mining process is 

activated, while minimally affecting the mining results 

quality. Verykios et al. classified existing PPDM approaches 

based on five dimensions: 

1. Data distribution  

2. Data modification  

3.    Data mining algorithms. 

4.    Data or rule hiding.  
5.  privacy preservation. One of the PPDM techniques is k-

anonymity.  

 The k-anonymity concept requires that the 

probability to identify an individual by linking databases 

does not exceed 1/k. Generalization is the most common 

method used for deidentification of the data in k-anonymity-

based algorithms. Generalization consists of replacing 

specific data with a more general value to prevent individual 

identification 

Privacy-preserving data mining (PPDM) deals with the 

trade-off between the effectiveness of the mining process 
and privacy of the subjects, aiming at minimizing the 

privacy exposure with minimal effect on mining results.

  The main goal of this study is to introduce a new 

k-anonymity algorithm which is capable of transforming a 

nonanonymous data set into a    k-anonymity data set. The 

transformation is aimed to achieve a predictive performance 

of a classifier trained on the transformed data set as similar 

as possible to the performance of a classifier trained on the 

original data set. Our approach wraps an existing 

classification tree induction algorithm and is referred to as 

K-Anonymity of Classification Trees Using Suppression 

(kACTUS). The classification tree inducer is used to induce 

a classification tree from the original data set which 
indicates how the attribute values affect the target class. The 

classification tree can be easily interpreted by a machine in 

order to perform the k-anonymity process. Each path from 

the root to a leaf can be treated as a classification rule. A 

subset of the data set is ascribed with each leaf. If this 

subset size is greater than k, then this subset of instances can 

be easily anonymized by suppressing all the quasi-identifier 

attributes that are not referenced in one of the nodes along 

the path from the root. Assuming that all attributes are 

categorical, then all        quasi-identifiers attributes that are 

referenced have the same value for all the instances of the 
subset, and thus, there is no need to suppress or generalize 

their values). In our terminology, a leaf node complies with 

the k-anonymity if the number of instances that ascribed to 

this leaf is higher or equal to k. If all the leaves in the tree 

comply with the k-anonymity, the data set can be k-

anonymized by suppression as described above. For leaves 

that do not comply with the k-anonymity, by adequately 

pruning them, one can obtain a new leaf which may comply 

with the k-anonymity. We utilize the fact that the order in 

which the attributes are selected for the decision tree usually 

implies their importance for predicting the class. Thus, by 

pruning the rules in a bottom-up manner, we suppress the 
least significant quasi-attributes. 

METHODOLOGY 

A. kCACTUS Algorithm 

Clustering is an important data mining problem. 

Most of the earlier work on clustering focused on numeric 

attributes which have a natural ordering on their attribute 

values. Recently, clustering data with categorical attributes, 

whose attribute values do not have a natural ordering, has 

received some attention. However, previous algorithms do 

not give a formal description of the clusters they discover 

and some of them assume that the user post-processes the 
output of the algorithm to identify the final clusters.  

It introduces a novel formalization of a cluster for 

categorical attributes by generalizing a definition of a 

cluster for numerical attributes.  Then describe a very fast 
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summarization based algorithm called kACTUS that 

discovers exactly such clusters in the data. kACTUS has 

two important characteristics. First, the algorithm requires 

only two scans of the dataset, and hence is very fast and 

scalable. kACTUS can find clusters in subsets of all 

attributes and can thus perform a subspace clustering of the 

data. This feature is important if clusters do not span all 

attributes, a likely scenario if the number of attributes is 

very large. In a thorough experimental evaluation, we study 
the performance of kACTUS on real and synthetic datasets. 

The goal of clustering, in general, is to discover 

dense and sparse regions in a dataset. Most previous work in 

clustering focused on numerical data whose inherent 

geometric properties can be exploited to naturally define 

distance functions between points. However, many datasets 

also consist of categorical attributes on which distance 

functions are not naturally defined. Recently, the problem of 

clustering categorical data started receiving interest 

[GKR98, GRS99]. 

As an example, consider the MUSHROOM dataset 
in the popular UCI Machine Learning repository [CBM98]. 

Each tuple in the dataset describes a sample of gilled 

mushrooms using twenty two categorical attributes. For 

instance, the cap color attribute can take values from the 

domain {brown, buff, cinnamon, gray, green, pink, purple, 

red, white, yellow}. It is hard to reason that one color is 

“like” or “unlike” another color in a way similar to real 

numbers.  

An important characteristic of categorical domains 

is that they typically have a small number of attribute 

values. For example, the largest domain for a categorical 

attribute of any dataset in the UCI Machine Learning 
repository consists of 100 attribute values (for an attribute 

of the Pendigits dataset). Categorical attributes with large 

domain sizes typically do not contain information that may 

be useful for grouping tuples into classes. For instance, the 

CustomerId attribute in the TPC-D database benchmark 

[Cou95] may consist of millions of values; given that a 

record (or a set of records) takes a certain CustomerId value 

(or a set of values), it cannot infer any information that is 

useful for classifying the records. Therefore, it is different 

from the age or geographical location attributes which can 

be used to group customers based on their age or location or 
both. Typically, relations contain 10 to 50 attributes; hence, 

even though the size of each categorical domain is small, 

the cross product of all their domains and hence the relation 

itself can be very large.  

It introduces a fast summarization-based algorithm 

called kACTUS2 for clustering categorical data. kACTUS 

exploits the small domain sizes of categorical attributes. The 

central idea in kACTUS is that summary information 

constructed from the dataset is sufficient for discovering 

well-defined clusters. The properties that the summary 

information typically fits into main memory and that it can 

be constructed efficiently typically in a single scan of the 

dataset result in significant performance. 
 It formalizes the concept of a cluster over 

categorical attributes. 

 It introduces a fast summarization-based algorithm 

kACTUS for clustering categorical data. 

 Then extend kACTUS to discover clusters in 

subspaces, especially useful when the data consists 

of a large number of attributes. 

 In an extensive experimental study, we evaluate 

kACTUS and compare it with earlier work on 

synthetic and real datasets. 

B. kACTUS Steps  
Steps involved in kACTUS algorithm; 

1. The inputs taken in kACTUS algorithm are 

original dataset, Quasi Identifier, k (threshold 

value). 

2. The take a copy of the original dataset and work in 

the copy. 

3. Take node in classification tree where height=1 

4. K value is the user defined value. 

5. Based on K value, if the count of distinct 

combination is greater than k, those data from table 

will be eliminated and thus obtain table 

compression.  
6. Finally apply suppression for compressed table. 

The output will be the anonymous dataset 

C. Modules 

 Preprocessing of Data Set. 

 Deriving the Classification Tree. 

 Implementing K-Anonymity Process.  

 Applying Suppression for Numeric Attributes. 

 Applying  Suppression  

a) Single Dimension Database. 

b) Multi Dimension Database.  

 Performance Comparison.   
1.) Preprocessing of Data Set 

A data set is a collection of data, usually presented 

in tabular form. Each column represents a particular 

variables and a data set has several characteristics 
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which define its structure and properties. These include 

the number and types of the attributes or variables. 

2.) Deriving the Classification Tree 

In this modules, are employing a decision tree 

inducer (denoted by CTI) to generate a decision tree 

denoted by CT. The tree can be derived using various 

inducers. It concentrate on top-down univariate 

inducers which are considered the most popular 

decision tree inducers and include the well-known 
algorithms. Top-down inducers are greedy by nature 

and construct the decision tree in a top-down recursive 

manner (also known as divide and conquer). Univariate 

means that the internal nodes are split according to the 

value of a single attribute. 

The decision tree is trained over the projection 

of the quasi-identifiers,                     i.e., 

. The wrapped inducer CTI 
should be differentiated from              the target inducer 

I. Inducer I is applied on the anonymous data set (i.e., 

after applying k-anonymization process). The aim of 

the CTI is to reveal which quasi-identifier is more 

relevant for predicting the class value. Any internal 

node (non leaf) with less than k instances cannot be 

used by itself for generating the anonymous data set. if 

such a node is provided in the classification tree it can 

be pruned in advance. In many decision trees inducers. 

The user can control the tree growing process by setting 

the algorithm’s parameters. Specifically, the parameter 

MinObj (“minimum number of instances”) indicates the 
number of instances that should be associated with a 

node in order it to be considered for splitting. By setting 

MinObj to k, one ensures that there are no non 

complying internal nodes that are needed to be pruned. 

3.) Implementing K-Anonymity Process 

The classification tree inducer is used to induce a 

classification tree from the original data set which indicates 

how the attribute values affect the target class. The 

classification tree can be easily interpreted by a machine in 

order to perform the k-anonymity process. In this phase, we 

use the classification tree that was created in the first phase 
to generate the anonymous data set. We assume that the 

classification tree complies with the following properties: 

 The classification tree is univariate, i.e., each 

internal node in the tree refers to exactly one 

attribute. 

 All internal nodes refer to a quasi-identifier 

attributes. This is true because the decision tree 

was trained over the projection of the quasi-

identifier set . 

 Assuming a top-down inducer, the attributes are 
sorted (from left to right) according to their 

significance for predicting the class (where the 

rightmost relates to the least significant attribute). 

 Complete Coverage: Each instance is associated 

with exactly one path from root to leaf. 

Our supervised k-anonymity process is described in 

procedure Anonymize .The input to the Anonymize 

procedure includes the original data set S, quasi-identifier 

set Q, classification tree CT, and the anonymity threshold k. 

The Output of the algorithm is a k-anonymous data set 

denoted by S’. 
4.) Applying Suppression for Numeric Attributes 

In this module relax the assumption that the quasi 

identifier includes only categorical attributes. For this, need 

to revise only the suppressed function in the algorithm. The 

Suppress(R, Q, and V).the input will be R (Data Set), Q 

(The Quasi-identifier set, V (Antecedents) and output: R’ 

(Suppressed dataset) 

In this function, if the attribute a is included in v 

but it appears with an inequality predicate (i.e., it is a 

numeric attribute), then fill all the instances of the attribute 

A in R with a value that is equal to the mean of all a values 

in R.  
3.3.5 Applying Suppression  

Suppression refers to removing a certain attribute 

value and replacing occurrences of the value with a special 

value “?,” indicating that any value can be placed instead. 

a)Single Dimension Database 

                  In this module by using a single-dimension 

suppression operator for attributes for which domain 

taxonomy does not exist. The performance of a single-

dimension suppression operator is quite limited. Because it 

suppresses a certain value in all tuples without considering 

values of other attributes. This “oversuppression” may lead 
to unnecessary loss of data.  

b)Multi Dimension Database 

Algorithm uses multidimensional recoding, i.e., 

suppression of values is applied only on certain tuples, 

depending on other attribute values. It suggest a practical 

and effective approach that provides an improved predictive 

performance in comparing to existing approaches and does 

not require the generation of manual domain generalization 

taxonomy.  
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4. EXPERIMENTAL RESULT  

The kACTUS’ predictive performance is better than 

that of existing k-anonymity algorithms. In order to evaluate 

the performance of the proposed method for applying k-

anonymity to a data set used for classification tasks, a 

comparative experiment was conducted on benchmark data 

sets. The new method also shows a higher predictive 

performance when compared to existing state-of-the-art 

methods. Examining kACTUS with other decision trees 
inducers; revising kACTUS to overcome its existing 

drawbacks; extending the proposed method to other data 

mining tasks (such as clustering and association rules) and 

to other anonymity measures (such as l-diversity) which 

respond to different known attacks against k-anonymity, 

such as homogeneous attack and background attack. 

kACTUS scales well with large data sets and anonymity 

levels. When compared to the kADET algorithm, kACTUS 

is not restricted to a decision tree classifier, and its output 

can be used by any induction algorithms 

 
Fig.1 Execution Time of kACTUS and APE Algorithms 

 

5.CONCLUSION 

In this research presented a new method for 

preserving the privacy in classification tasks using k-

anonymity. The proposed method requires no prior 

knowledge regarding the domain hierarchy taxonomy and 

can be used by any inducer. The new method also shows a 

higher predictive performance when compared to existing 

state-of-the-art methods. Additional issues to be studied 

further include: Examining kACTUS with other decision 

trees inducers revising. 

kACTUS to overcome its existing drawbacks; 
extending the proposed method to other data mining tasks 

(such as clustering and association rules) and to other 

anonymity measures (such as l-diversity) which respond to 

different known attacks against k-anonymity, such as 

homogeneous attack and background attack. Further, 𝑙-
diversity is insufficient to prevent similarity attack. 

Limitation of 𝑡-closeness: The 𝑡-closeness model protects 

against sensitive attributes disclosure by defining semantic 

distance among sensitive attributes. further include: 

Examining kACTUS with other decision trees inducers; 

revising kACTUS to overcome its existing drawbacks; 
extending the proposed method to other data mining tasks 

(such as clustering and association rules) and to other 

anonymity measures (such as l-diversity) which respond to 

different known attacks against k-anonymity, such as 

homogeneous attack and background attack. 
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