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Abstract— The feature subsection is an effective way for 

removing irrelevant data, reducing dimensionality, improving 

result comprehensibility, and increasing learning accuracy. 

Feature Subsection involves identifying a subset of the most 

useful features that produces compatible results as the original 

entire set of features.  A feature Subsection algorithm may be 

evaluated from both the efficiency and effectiveness points of 

view. A feature selection algorithm can be evaluated from both 

the efficiency and effectiveness points of view. While the 

efficiency apprehensions the time required to find a subsection of 

features, the effectiveness is related to the quality of the 

subsection of features. Based on these criteria, a cluster based 

feature selection algorithm (CFSA) is proposed and 

experimentally evaluated in this paper. The CFSA algorithm 

works in two phases. In the first phase, features are divided into 

clusters by using graph-theoretic clustering methods. In the 

second phase, the most representative feature that is strongly 

related to target classes is selected from each cluster to form a 

subset of features. Features in dissimilar clusters are relatively 

independent; the cluster based strategy of CFSA has a high 

probability of producing a subset of useful and independent 

features. To ensure the efficiency of CFSA, we implement the 

efficient minimum-spanning tree (MST) clustering method. 

Efficiency and effectiveness of the CFSA algorithm are evaluated 
through an experimental study.  

Index Terms—Feature Selection, high dimensional data, 
Clustering methods, Minimal Spanning Tree. 

I. INTRODUCTION 

 

The performance, robustness, and usefulness of classification 

algorithms are improved when relatively few features are 

involved in the classification. Hence, selecting relevant 
features for the construction of classifiers 

has received a great deal of attention. From the aim of 

choosing a subset of good features with respect to target 

concepts, the feature subsection is an effective way for 

removing irrelevant data, reducing dimensionality, improving 

result comprehensibility, and increasing learning accuracy. 

So-many feature subsection methods had been proposed and 
studied for the machine learning applications. They can be 

divided into four broad categories: Wrapper, the Embedded, 

Hybrid, and Filter approaches. Traditional machine learning 

algorithms such as artificial neural networks or decision trees 

are examples of embedded approaches. The embedded 

methods incorporate feature subset selection as a portion of 

the training process and are usually specific to given learning 

algorithms, therefore may be more efficient than the other 

three categories.  The wrapper methods use the predictive 

accuracy of a predetermined learning algorithm to determine 

the goodness of the selected subsets, accuracy of the learning 

algorithms is usually more. However, the generality of the 
selected features are limited and the computational complexity 

is large. The filter methods were independent of learning 

algorithms, with good overview. Their computational 

complexity is low, but the accuracy of the learning algorithms 

is not guaranteed. The hybrid methods are a combination of 

wrapper and filter methods by using a filter method to reduce 

search space, which will be considered by the subsequent 

wrapper. They mainly focus on combining filters and wrapper 

methods to achieve best possible performance with a 

particular learning algorithm with alike time complexity of the 

filter methods. The filter methods, in addition to their 
generality, are usually a good choice when the number of 

features is very large.  The wrapper methods are tending to 

over fit on small training sets and computationally expensive. 

Thus, we will focus on the filter method in this paper.  
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II. LITERATURE SURVEY 

A. Statistical Comparisons of Classifiers over Multiple Data 
Sets 

In this method introduce some new pre- or post-processing 

step has been proposed, and implicit hypothesis is made that 

such an enhancement yields an improved performance over 

the existing classification algorithm. Alternatively, various 

solutions to a problem are proposed and the goal is to tell the 

successful from the failed. A number of test data sets are 

selected for testing, the algorithms run and the quality of the 

resulting models is evaluated using an appropriate measure, 

most common classification accuracy. The remaining step and 
the topic of this paper is to statistically verify the hypothesis 

of improved performance. Various re-searchers have 

addressed the problem of comparing two classifiers on a 

single data set and proposed several solutions.  The main core 

of this paper is the study of the statistical tests that could be 

(or already are) used for comparing two or more classifiers on 

multiple data sets. Learning algorithms are used for the 

Classification purpose. The main disadvantage of this process 

is the problems with the multiple data set tests are quite 

different, even in a sense complementary. 

 

B. Feature Clustering and Mutual Information for the 

Selection of Variables In Spectral Data 

It face many problems in spectrometry require predicting a 

quantitative value from measured spectra. The major issue 

with spectrometric data is their functional nature; they are 

functions discredited with a high resolution. This leads to a 

large number of highly-correlated features; many of which are 

irrelevant for the prediction. The approach for the features is 

to describe the spectra in a functional basis whose basis 
functions are local in the sense that they correspond to well-

defined portions of the spectra. This process has clustering 

algorithm that algorithm recursively merges at each step the 

two most similar consecutive clusters. This algorithm return 

the output value associated with each cluster, it is 

representative, chosen to be the mean of the spectra over the 

range of features defined by the cluster. Main disadvantage of 

the problem is low number of clusters identified by the 

method allows the interpretation of the selected variables: 

several of the selected clusters include the spectral variables 

identified on these benchmarks as meaningful in the literature. 

 

 

 

C. A Features Set Measure Based On Relief 

It used six real world dataset from the UCI repository have 

been used. Three of them have classification Problem with 

discrete features,  next two classifications with discrete and 

continuous features, and the last one is approximation 

problem. Learning algorithm is used to check the quality of 

feature selected are a classification and regression tree layer 

with pruning. Hence this process and algorithms is 

implemented by the orange data mining System. The non-

parametric tests, namely the Wilcox on and Friedman test are 

suitable for our problem. Those are appropriate since they 
assume some, but limited commensurability. They are safer 

than parametric tests since they do not assume normal 

distributions or homogeneity of variance. There is an 

alternative opinion among statisticians that significance tests 

should not be per-formed at all since they are often misused, 

maybe either due to misinterpretation or by putting too much 

stress on their results The main disadvantage of the system is 

it measure to low accuracy of the search process. 

III. CLUSTER BASED FEATURE SELECTION ALGORITHM 

A. Framework 

 Irrelevant features, along with redundant features, 

severely affect accuracy of the learning machines. Thus, 

feature sub selection should be able to identify and clear 

redundant and irrelevant information as possible. However, 

good feature subsets contain features (predictive of) highly 

correlated with the class, yet uncorrelated with (not predictive.  

 
Fig 1: Framework proposed for CFSA Algorithm 
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  By this, we developed a novel algorithm which 

will efficiently and effectively deal with both irrelevant and 

redundant features, and obtain a good feature subset. We 

achieve this through a new feature selection framework 

(shown in Fig.1) which composed of the two connected 

components of redundant feature elimination and irrelevant 

feature removal. The first component obtains features related 

to the target concept by eliminating irrelevant ones, and the 

second component removes redundant features from relevant 
ones by choosing representatives from different feature 

clusters, and hence produces the final subset. 

 Whereas the irrelevant feature removal is 

straightforward once the right relevance measure is 

defined/selected, while the redundant feature removal is a bit 

of difficult. In our proposed CFSA algorithm, it involves (a) 

the construction of the minimum spanning tree (MST) from a 

weighted complete graph (b) the partitioning of the Minimum 

Spanning Tree into forest with each tree representing a cluster; 

and (c) the selection of representative features from the 

clusters. 
 

B. Algorithm and Analysis  

 The proposed CFSA algorithm logically consists of 

three steps: (a) removing irrelevant features, (b) constructing a 

MST from relative ones, and (c) partitioning the MST and 

selecting representative features.  

        For a data set   with   features   = { 1,  2, ...,  } and 

class  , we compute the T-Relevance   (  ,  ) value for each 

feature    (1 ≤   ≤  ) in the first step. The features whose 

  (  ,  ) values are greater than a predefined threshold   

comprise the target-relevant feature subset  ′ = { ′1,  ′2, ..., 

 ′n} (n ≤  ). 

          In the second step, we first calculate the F-Correlation 

  ( ′x,  ′y) value for each pair of features  ′  and  ′y ( ′x, 

 ′y∈  ′ ∧ x ∕= y). Later, viewing features  ′x and  ′y as 

vertices and   ( ′x,  ′y) (x ∕= y) as  weight of the edge 

between vertices  ′x and  ′y ,one weighted complete graph   

= ( , ) is constructed where   = { ′x∣  ′x∈ ′ ∧ x ∈ [1, n]} & 

  = {( ′x,  ′y) ∣ ( ′x,  ′y∈  ′ ∧x, y ∈[1, n] ∧ x ∕= y}. 

Symmetric uncertainty is symmetric further the F-Correlation 

  ( ′x,  ′y) is symmetric also, thus   is an undirected graph. 

 

      The complete graph   reflects correlations among all 

target-relevant features. Inappropriately, graph   has n 

vertices and n(n−1)/2 edges. For multi-dimensional data, it is 

heavily dense and the edges with different weights are 

strongly interweaved. However, the decomposition of 

complete graph is NP-hard. Hence for graph  , we build a 

Minimum Spanning Tree, which connects all vertices in such 

a way that the sum of the weights of the edges is the 

minimum, using the Prim algorithm. The weight of edge ( ′x, 

 ′y) is F-Correlation   ( ′x,  ′y).After building the MST, in 

the third step, we first remove the edges   = {( ′x,  ′y)∣( ′x, 

 ′y∈  ′ ∧ x, y ∈[1, n] ∧ x ∕= y}, whose weights are smaller 

than both of the T-Relevance   ( ′x,  ) and   ( ′y,  ), from 

the MST. 
Each deletion results into two dis-connected trees  1 and  2. 

Assume the set of vertices in any one of the final trees to be   

( ), we would have the property that for each pair of vertices 

( ′x,  ′y∈   ( )),   ( ′x,  ′y) ≥   ( ′y,  ) ∨  ( ′x,  ′y) ≥ 

  ( ′y,  ) always holds. As this property guarantees the 

features in   ( ) are redundant. This can be illustrated with 

one example. Assume the MST shown in Fig.2 is generated 

from a complete graph  . In order to cluster the features, first 

we traverse all the six edges, and then decide to remove the 

edge ( 0,  4) because its weight   ( 0,  4) = 0.4 was 

smaller than   ( 0,  ) = 0.6 and   ( 4,  ) = 0.8. This makes 

the MST is clustered into two clusters denoted by   ( 1) and 

  ( 2). Each cluster is a MST. Take   ( 1) as example.  

We know   ( 0,  1) >   ( 1,  ),   ( 1,  2) >   ( 1,  ) ∧ 

  ( 1,  2) >   ( 2,  ),   ( 1,  3) >   ( 1,  ) ∧   ( 1, 

 3) >   ( 3,  ). We also observed that there is no edge exists 

between  2 and  0,  3 and  0, and  3 and  2. Considering 

that  1 is a MST, so the   ( 0,  2) is greater than   ( 0, 

 1) and   ( 2,  1),   ( 3,  0) was greater than   ( 1,  0) 

and   ( 3,  1), and   ( 3,  2) is greater than   ( 1,  2) 

and   ( 2,  3). Hence,   ( 0,  2) >   ( 0,  ) ∧   ( 0, 

 2) >   ( 2,  ),   ( 0,  3) >   ( 0,  ) ∧   ( 3,  0) > 

  ( 3,  ),and   ( 2, F3) >   ( 2,  ) ∧   ( 2,  3) > 

  ( 3,  ) also hold. As the mutual information between any 
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pair (  ,   )( ,   = 0, 1, 2, 3 ∧   ∕=  ) of  3,  2,  1, and  0 was 

greater than mutual information between class   and    or 

  ,features  3,  2,  1 and  0 are redundant.  

After removing all the unnecessary edges, a forest 

Forest is obtained. Each tree    ∈ Forest represents a cluster 

that is denoted as   (  ), which is the vertex set of    as well. 
As illustrated above, the features in each cluster are redundant, 

so for each cluster   (  ) we choose a representative feature 

    whose T-Relevance   (   ,  ) is the greatest. All     (  = 

1...∣Forest∣) comprise the final feature subset ∪    . 

 

The details of the CFSA algorithm is shown below 

 

 
 

IV. CONCLUSIONS 

In this paper, we have presented a novel clustering-based 

feature subset selection algorithm for high dimensional data. 

Algorithm involves (a) removing irrelevant features (b) 

constructing a minimum spanning tree from relative ones and 

(c) partitioning the MST and selecting representative features. 

In this proposed algorithm, a cluster consists of feature. Every 

cluster is treated as a single feature and thus dimensionality is 

drastically resized. Generally, proposed algorithm obtained the 

best proportion of selected features, best runtime, and the best 

classification accuracy of  C4.5, Naive Bayes and RIPPER, 

and the second best classification accuracy for IB1. For the 

future work, we plan to explore different types of correlation 

measures and study some formal properties of feature space 
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