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Abstract— Today, BLSTM is widely used in recurrent neural 

network for speech and handwriting recognition. In this present 

paper a novel type of recurrent neural network is specifically 

designed for sequence labeling tasks where the data is hard to 

segment and contains long-range bidirectional interdependencies. 

For many tasks, BLSTM is useful to have access to future, as well 

as past, context. We refer keyword spotting method for 

handwritten documents. It is derived from a neural network-

based system for unconstrained handwriting recognition. As such 

it performs template-free spotting, i.e., it is not necessary for a 

keyword to appear in the training set. The keyword spotting is 

done using a modification of the CTC Token Passing algorithm 

in conjunction with a recurrent neural network and a statistical 

n-gram language model instead of a bigram language model.  

 
Keywords — Keyword spotting, offline handwriting, document 

analysis, historical documents, neural network, BLSTM. 

I. INTRODUCTION 

OFFLINE handwritten text recognition such as letters, 

manuscripts, or entire books is one of the most active areas of 

research in computer science and it is inherently difficult 

because of the high variability of writing styles [3], [4].  

   

Making handwritten texts available for searching and 

browsing is of tremendous value. For example, libraries. 

Another related application is the segmentation of images of 
historical documents into meaningful regions, which can be 

improved with keyword spotting. Transcribing the entire text 

of a handwritten document for searching is not only inefficient 

as far as computational costs are concerned, but it may also 

result in poor performance since misrecognized words cannot 

be found. Therefore, techniques especially designed for the 

task of keyword spotting have been developed.  

 

In existing system [1], a bigram language model is used 

which computes the probability p(w1|w2) that word  ‘w1' is 
followed by word ‘w2’ in a text for each pair of words (w1,w2). 

Due to this, a high workload in the system and therefore, it is 

considered as a bottleneck of the system. To improve 

performance of the existing system, it can be modified to 

statistical n-gram language model which will compare the 

number of words at a time and will return probability p (w1| w2 

|w3|. . .| wn ).  

One of the best existing algorithm deals with this problem 

that is CTC Token Passing algorithm in conjunction with 

recurrent neural network and a statistical n-gram language 

model.  Therefore, we have to modify CTC algorithm in terms 
of a statistical n-gram language model. Next, we review 

related work from this area.  

II. RELATED WORK 

 

A. Word-Based Keyword Spotting: 

The task of keyword spotting as detecting a word or a phrase 

in an image was initially proposed in [5] for printed text and a 

few years later in [6] for handwritten text. The first methods 

considered single-word images and adopted approaches 

common in optical character recognition (OCR).They made 

use of pixel-wise comparison of the query and the test image 

(or selected parts of it, called zones of interest (ZOI)) or 

evaluated a global distance value between the two pixel sets. 

In [8], different pixel-wise gradient matchings are compared 
and the authors propose an elastic matching procedure. 

B. Line-Based Keyword Spotting:  

   A different scenario is given if the document is segmented 

into lines only. A DTW-based system that automatically 
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selects keyword candidates in a handwritten text line is 

described in [9]. For general systems that rely on an automatic 

segmentation, a method is proposed in [10] that also takes the 

probability of a correct segmentation into account. The 

handwriting recognition have become fairly popular recently, 

especially using Hidden Markov Models (HMM) [11]. 

C. Document -Based Keyword Spotting: 

  To work on completely unsegmented pages of text, a system 
can either include a segmentation step [12] or take a 

segmentation-free approach. In [13], a codebook of shapes is 

used to create a compressed version of each document. A 

keyword search is then done using the stored shape codebook 

entries. Finally, a common approach to segmentation-free 

word spotting is to consider the task as an image retrieval 

tasks for an input shape representing the word image [14]. 

    In this paper, we have focus on line based keyword spotting 

and a statistical n-gram language model. 

 

III. PROBLEM DEFINATION 

 

We have studied some proposed techniques in related work. 

But all these techniques incur the problem of producing a high 

workload on the system. Such a problem degrades the system 

performance in terms of execution time and space. If system 

generates a statistical n-gram language model, then higher 

processing time it consumes. The CTC Token Passing 

algorithm in conjunction with recurrent neural network and 

statistical n-gram language model overcomes this limitation. 

This algorithm mines a likely sequence of words by using 

keyword spotting technique.  

 

IV. PROPOSED SYSTEM 

   In this paper, we present a keyword spotting method for 

handwritten text based on BLSTM Neural Networks. The 
application of these networks in conjunction with the so-called 

CTC Token Passing algorithm to produce a transcription of 

handwritten text was presented in [2]. With our system, fast 

and reliable keyword spotting can be performed without the 

need for either transcribing the text line or segmenting it into 

individual words. (Keyword spotting refers to the process of 

retrieving all instances of a given word from a document.) 

In past, no language models of higher order were 

considered. But here, relatively little work has been done on 

the language model.  Indeed, most systems rely on the same 

hidden Markov models and a statistical bigram language 

model that have been used for decades in speech and 

handwriting recognition, despite their well-known 

shortcomings. This paper proposes an alternative approach 

based on a BLSTM neural network with a statistical n-gram 

language model. 

 

A block diagram of proposed system as follow: 

 

Fig 1.  A block diagram. 

 

 

 

 

V. METHODOLOGY 

A.  PRE-PROCESSING  

 

Each person has a different writing style with its own 
characteristics (see in Fig 2). This fact makes the recognition 

task complicated. To reduce variations in the handwriting 

texts, a number of pre-processing operations are applied.  

 

 

Fig 2 Writing characteristics: Skew angle, slant angle and 

baselines. 

In the presented system the following five pre-processing 

steps are carried out (for more details see [7]): 

1) Line separation: The given page is divided into 

individual lines. 
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2) Skew Correction: The text line is horizontally 

aligned. For this purpose the skew angle is need to be 

determined (see figure 2 left part). 

3) Slant Correction: Applying the shear transformation, 

the writing’s slant is transformed into an upright 

position (see figure 2 middle part). 

4) Line Positioning: The text line’s total extent in 

vertical direction is normalized to a standard value. 

Moreover, applying a vertical scaling operation the 

location of upper and lower baseline (see figure 2 

right part) is set to be standard position.  
5) Horizontal Scaling:  The variations in the width of 

the writing are normalized. 

After pre-processing next part is feature extraction. 

 

B. Feature Extraction 

 

For algorithmic processing, the normalized text line image is 

represented by a sequence of N feature vectors x1 . . . xn with 

 xi ε IRn. This sequence is extracted by a sliding window 

moving from the left to the right over the image. At each of 

the N positions of the sliding window, n features are extracted. 
The sliding window has a width of one pixel. It is moved in 

steps of one pixel, i.e., N equals the width of the text line. 

From each window, n = 9 geometric features are extracted, 

three global and six local ones. For further details on the 

feature extraction step, we refer to [1], [7].  

   From each line, a sequence of feature vectors is extracted, 

which is then submitted to the neural network. 

 

C. BLSTM neural network 

 

Applying BLSTM NN to handwriting recognition consists of 

two parts.  
1) Pre-processing by BLSTM NN: To overcome the 

vanishing gradient problem that describes the 

exponential increase or decay of information in 

recurrent connections in a neural network, the nodes 

in the hidden layer are replaced by long short-term 

memory (LSTM) cells, displayed in Figure 4. We 

refer to [2]. 

The gates of these cells are normal nodes and 

control the flow of information into and out of each 

cell. When the input gate is open, the central nodes 

value is replaced by the output activation of the net 
input node. When the output gate is open, 

information flows out into the network and when the 

forget gate is open, the cell's memory is reset to zero. 

      

 
 

Fig  3.  LSTM memory block with one cell. 
 

In pre-processing phase, combining BRNNs and 

LSTM gives BLSTM [2]. The BRNN is bidirectional 
RNN, meaning the text line is processed from both 

left-to-right and right-to-left. This is done because 

context from both sides of a character is useful to 

improve the recognition. The information from two 

separate input layers is collected in two separate 

LSTM layers, respectively, and finally joined in the 

output layer. This is illustrated in figure. 5.  

 

         
     Fig  4. An illustration of the mode of operation of the 

BLSTM Neural Network. 
 

1) CTC token passing algorithm: The CTC Token 

Passing algorithm, takes this sequence of letter 
probabilities, as well as a dictionary and a language 

model, as its input and computes a likely sequence of 

words. This algorithm works in output layer [2]. In 

the existing system, a bigram language model is used 

but in the proposed system, statistical N - gram 

language model will be use.   
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Modification to Perform Keyword Spotting: 

In order to find entire words but no sub words 

contained within longer words, add a “_” (white 

space) character to the front and the end of the 

keyword. The keyword to be spotted is preceded and 

succeeded by * to symbolize the any-node.  

 

w’ = “*_l1 l2 ... ln _*”. 

  

  If now use CTC Token Passing Algorithm for single 

word recognition to compute the probability of the 
word being w'. To receive a normalized value which 

can be threshold, take the logarithm of the probability 

PCTC(w|s) and divide it by the search words length: 

 

fCTC(w|s)= log(PCTC(w|s)) / |w|. 

 

VI. CONCLUSIONS 

In this paper, we presented bidirectional long short-term 

neural networks in combination with a modified version of the 

Connectionist Token Passing algorithm. This system has 

several advantages compared to existing techniques. First, it is 
a line-based approach and does not need any word 

segmentation. Second, although the system needs to be 

trained, it does not require bounding boxes around characters 

or words, as is often needed in the keyword spotting literature. 

The only requirement is a transcription of the text lines in the 

training set. Finally, being derived from a general neural 

network-based handwritten text recognition system, any 

arbitrary string can be searched for, not just the words 

appearing in the training set.  
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