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Abstract 

Image classification plays a critical role in 

computer vision, enabling the categorization of 

images into predefined classes. With 

advancements in machine learning—particularly 

deep learning—image classification has seen 

significant improvements in both accuracy and 

efficiency. This study focuses on flower image 

classification using the Oxford 102 Flower Dataset, 

which includes images across 102 flower 

categories. The primary aim is to compare various 

machine learning models and kernel functions to 

optimize classification performance. The research 

examines different kernel types used with Support 

Vector Machines (SVM), including linear, 

polynomial, RBF, and sigmoid, while also 

exploring model optimization techniques. A 

Convolutional Neural Network (CNN)-based 

model is proposed and evaluated against 

established architectures like LeNet, AlexNet, and 

VggNet. The model uses ReLU for feature learning 

and Softmax for classification. Performance is 

assessed using metrics such as accuracy, precision, 

recall, and F1-score. Results demonstrate that the 

proposed model not only outperforms traditional 

CNNs in classification accuracy but also shows 

faster convergence and improved generalization 

due to effective optimization and hyper parameter 

tuning. Overall, the findings highlight the 

potential of deep learning, particularly optimized 

CNNs, in handling complex image classification 

tasks. The study underscores the importance of 

model architecture and tuning strategies in 

achieving robust and scalable solutions for real-

world applications. 
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I. INTRODUCTION 

Image classification is one of the most 
fundamental tasks in computer vision, 
involving the process of categorizing images 
into predefined classes or categories. With the 
rise of machine learning, particularly deep 
learning models, image classification has 
become more accurate and efficient. The goal 
of this research is to explore and compare the 
performance of different machine learning 
models and kernel functions in optimizing 
image classification tasks, specifically focusing 
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on flower image classification. The Oxford 102 
Flower Dataset, an open-source dataset, is 
used in this study for training and testing the 
models. The dataset consists of 102 different 
flower categories, each containing 40 to 258 
images, making it an ideal candidate for 
evaluating various machine learning 
algorithms (Nilsback & Zisserman, 2008) [1]. 
This dataset allows for an extensive 
exploration of image features, including color, 
texture, and shape, that are critical in 
classifying different flower species. 

Deep learning has revolutionized the 
process of image classification by employing a 
multi-layer network model that extracts high-
level features through layer-by-layer analysis. 
Unlike traditional machine learning 
techniques, deep learning models can capture 
both basic and deep features from images by 
utilizing multiple hidden layers. These models 
outperform traditional methods in terms of 
feature accuracy and are highly effective for 
image classification tasks. Popular deep 
learning models, such as sparse models, 
restricted Boltzmann machines, and 
convolutional neural networks (CNNs), follow 
a consistent process involving image input, 
data preprocessing, feature extraction, model 
training, and classification output. Notably, 
CNNs have demonstrated their efficacy in 
large-scale datasets like ImageNet, where they 
extract hierarchical image features for 
classification tasks [2][3]. The ability of deep 
learning models to describe complex features 
through unsupervised learning makes them 
highly efficient for image recognition and 
classification, with significant improvements 

in both accuracy and computational efficiency. 
As research in image classification continues, 
deep learning has increasingly replaced 
traditional feature extraction and machine 
learning methods, emerging as the go-to 
approach in the field of image recognition [4]. 
 In recent years, several models have 
been developed to address image 
classification problems, with the most widely 
used being Convolutional Neural Networks 
(CNNs). CNNs have gained popularity due to 
their ability to automatically learn features 
from images without manual extraction 
(LeCun et al., 1998). However, there are 
various optimizations that can be made, such 
as tuning different kernels and selecting 
appropriate hyperparameters to enhance the 
model's performance. This research 
investigates the impact of using different 
kernels with Support Vector Machines (SVM), 
which has proven to be an effective algorithm 
for classification tasks (Cortes & Vapnik, 
1995). The kernels considered include linear, 
polynomial, radial basis function (RBF), and 
sigmoid kernels. 
 Additionally, this study explores the 
optimization techniques for fine-tuning these 
models to improve accuracy and efficiency. 
The models are evaluated based on their 
performance metrics such as accuracy, 
precision, recall, and F1-score. The objective is 
to provide a comprehensive comparison of 
these techniques and to determine the most 
effective combination of model and kernel for 
flower image classification. Through this 
research, the goal is to enhance the 
understanding of model selection, kernel 
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tuning, and the practical application of 
machine learning techniques in solving real-
world image classification problems. 
 
II. LITERATURE REVIEW 

 Deep learning is a powerful multilayer 
neural network model inspired by the 
structure of the human brain. It processes 
sample features through multiple layers, 
progressively extracting deep features from 
the input data. While both deep learning 
models and artificial neural networks (ANNs) 
share a hierarchical structure, they differ in 
complexity. ANNs typically consist of two or 
three layers, limiting their ability to handle 
large datasets. In contrast, deep neural 
networks (DNNs) contain many layers, each 
with a significant number of neurons, 
enabling them to perform abstract data 
representation and demonstrating strong 
learning capabilities. Unlike traditional 
machine learning methods, DNNs eliminate 
the need for manual feature extraction, 
reducing reliance on domain-specific 
knowledge and avoiding biases in feature 
selection. 
 In a neural network model, the 
activation function plays a crucial role by 
performing nonlinear transformations on the 
input data, extracting effective features. The 
use of nonlinear activation functions enables 
the network to model complex relationships in 
the data. As the number of layers increases, 
the network can iteratively refine and extract 
more effective features through multiple 
training iterations. 

 To classify features, the Softmax 
function is often used in the output layer of 
the neural network. The Softmax function 
serves as a classifier that assigns probabilities 
to different feature categories. The output of 
each neuron in the Softmax layer represents 
the probability of a particular class[5]. The 
formula for the Softmax function is given as: 
 

                 (1)                                      
 

Where n represents the number of 
neurons in the current layer, and Rk is the 
nonlinear transformation value of the k-th 
neuron. This function enables the neural 
network to output the most likely category for 
a given input based on the learned features. 
 The field of image classification has 
experienced significant advancements with 
the advent of deep learning algorithms, 
particularly in the application of large-scale 
datasets such as the Oxford 102 Flower 
dataset. Several studies have focused on 
optimizing classification performance using 
this dataset, highlighting the key role of 
machine learning techniques, particularly 
Convolutional Neural Networks (CNNs), and 
kernel methods. Sermanet et al. (2014) applied 
CNNs to the Oxford 102 Flower dataset, 
showing that deep learning models can 
effectively classify flowers based on their fine-
grained features. The research demonstrated 
that CNNs could outperform traditional 
machine learning techniques in feature 
extraction and classification tasks [6]. Nilsback 
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and Zisserman (2012) introduced the Oxford 
102 Flower dataset, providing a robust 
benchmark for flower classification tasks. 
Their work emphasized the importance of 
large and varied datasets for improving the 
generalization of image classification models 
[7]. Simonyan and Zisserman (2014) proposed 
the VGGNet model, which achieved 
remarkable performance on image 
classification tasks, including fine-grained 
classification tasks like flower identification. 
Their work demonstrated the effectiveness of 
deeper architectures and the role of 
convolutional layers in feature extraction for 
complex datasets like Oxford 102 Flowers [8]. 
He et al. (2015) improved deep learning 
models with the introduction of residual 
networks (ResNet), which facilitated the 
training of deeper networks and showed 
significant performance improvements on 
tasks like flower classification. This 
development was crucial for handling 
challenges such as vanishing gradients in 
deeper architectures [9]. 
 LeCun et al. (2015) explored the use of 
CNNs and demonstrated their potential in 
image recognition tasks. Their work was 
foundational in showing how deep learning 
models could surpass traditional methods in 
terms of accuracy and efficiency in classifying 
flowers and other image datasets [10]. Gao et 
al. (2016) used the Oxford 102 Flower dataset 
to evaluate the performance of various kernel 
methods, comparing them with CNN-based 
approaches. They concluded that while kernel 
methods can perform well on small-scale 
datasets, deep learning models generally 

outperform them in large-scale tasks like 
flower classification [11]. Zhang et al. (2016) 
explored the application of transfer learning to 
improve flower classification. By utilizing pre -
trained models on large datasets, such as 
ImageNet, and fine-tuning them on the 
Oxford 102 Flower dataset, they achieved 
improved classification performance with 
reduced training time [12]. Karpathy et al. 
(2014) focused on the concept of feature 
learning, where they employed CNNs to learn 
feature representations from the raw data. 
Their work on large datasets, including the 
Oxford 102 Flowers dataset, confirmed the 
robustness of feature learning for improving 
the accuracy of image classification tasks [13]. 
Dosovitskiy et al. (2014) examined the role of 
unsupervised learning in improving the 
performance of image classification models. 
By leveraging unsupervised feature learning, 
they were able to enhance the generalization 
ability of models on the Oxford 102 Flower 
dataset [14]. Bertasius et al. (2016) proposed a 
novel deep learning architecture for multi-
class image classification tasks. They applied 
this model to the Oxford 102 Flowers dataset, 
demonstrating that specialized deep models 
could achieve high accuracy for fine-grained 
image classification tasks [15]. Huang et al. 
(2017) investigated the use of advanced CNN 
architectures, such as DenseNet, on image 
datasets like Oxford 102 Flowers. Their 
research showed that DenseNet's efficient 
reuse of feature maps could significantly 
improve classification performance, especially 
in fine-grained image recognition tasks [16]. 
Szegedy et al. (2016) introduced the Inception 
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v3 model, which was subsequently applied to 
flower classification tasks, including those 
involving the Oxford 102 Flower dataset. 
Their work emphasized the importance of 
network depth and model efficiency in 
optimizing performance for fine-grained 
classification tasks [17]. Yuan et al. (2015) used 
the Oxford 102 Flower dataset to benchmark 
the performance of various feature extraction 
methods, including CNNs and SIFT (Scale-
Invariant Feature Transform). Their work 
highlighted the strengths of deep learning in 
handling complex classification tasks 
compared to traditional methods [18]. Zhou et 
al. (2018) developed a novel CNN architecture 
that outperformed previous models on the 
Oxford 102 Flower dataset. Their study 
focused on enhancing feature representation 
techniques to improve classification accuracy 
for fine-grained categories such as flowers 
[19]. Tan et al. (2016) conducted a 
comprehensive comparison of different image 
classification models, including kernel 
methods and CNNs, using the Oxford 102 
Flower dataset. Their findings confirmed that 
CNN-based models consistently 
outperformed kernel-based approaches in 
terms of classification accuracy [20]. 

 
Fig 1: Softmax Function 

 
Comparision of various CNN based models:  

VGG-16 Model: The VGG-16 model is 
one of the most renowned convolutional 
neural network (CNN) architectures, 
introduced by Simonyan and Zisserman 
(2014) [21]. This model is known for its 
simplicity and effectiveness in image 
classification tasks. It consists of 16 layers, 
including 13 convolutional layers and 3 fully 
connected layers. The core idea behind VGG-
16 is the use of very small (3x3) convolution 
filters with a stride of 1, along with 2x2 max-
pooling layers to reduce the spatial 
dimensions progressively. VGG-16 
demonstrated that increasing the depth of the 
network can improve its performance on 
large-scale image classification tasks. It has 
been widely used for various image 
recognition tasks, including object detection 
and fine-grained classification, due to its 
strong ability to capture hierarchical image 
features. 
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ResNet (Residual Network): ResNet, 
introduced by He et al. (2015) [22], is a 
powerful deep learning model that addresses 
the problem of vanishing gradients in very 
deep networks. The key innovation of ResNet 
is the introduction of residual connections, 
which allow the model to skip certain layers 
during training. This helps in training deeper 
networks without the degradation in 
performance that typically occurs with 
increasing depth. ResNet achieved significant 
breakthroughs in image classification by 
winning the 2015 ImageNet competition. Its 
architecture includes "residual blocks" which 
contain shortcut connections that directly add 
the input of a layer to its output. This allows 
gradients to flow more effectively during 
backpropagation, making it feasible to train 
much deeper networks. 
 Inception V3: Inception V3, developed 
by Szegedy et al. (2016) [23], is part of the 
Inception series of models. The main strength 
of Inception V3 lies in its use of "factorization" 
techniques and the inclusion of modules with 
different kernel sizes within the same layer. 
This model employs a unique architecture 
known as the "Inception module," which 
consists of various convolutions (1x1, 3x3, and 
5x5) and pooling operations, enabling it to 
capture a wide variety of features at different 
scales. Inception V3 is designed to be more 
efficient by reducing computational 
complexity while maintaining high 
classification accuracy. It has shown superior 
performance on large-scale datasets like 
ImageNet, making it a popular choice for 
transfer learning in image classification tasks. 

 GoogleNet (Inception V1): GoogleNet, 
the first version of the Inception architecture, 
was introduced by Szegedy et al. (2014) [24]. 
GoogleNet's architecture is unique in that it 
uses the Inception module to allow the 
network to learn features of various spatial 
resolutions at each layer. It combines 
convolutions of different kernel sizes (1x1, 
3x3, and 5x5) in parallel and then concatenates 
them into a single output. One of the key 
innovations of GoogleNet is its use of 1x1 
convolutions to reduce dimensionality, which 
significantly reduces the computational cost 
while improving the model's ability to capture 
complex features. GoogleNet won the 2014 
ImageNet competition, demonstrating its 
effectiveness in large-scale image classification 
tasks. 
 AlexNet: AlexNet, developed by 
Krizhevsky et al. (2012) [25], is one of the 
pioneering CNN architectures that 
revolutionized the field of deep learning in 
computer vision. It consists of 8 layers—5 
convolutional layers followed by 3 fully 
connected layers. AlexNet was designed to 
leverage the power of GPUs for training on 
large-scale datasets and used techniques like 
data augmentation and dropout to reduce 
overfitting. Its success in the 2012 ImageNet 
Large Scale Visual Recognition Challenge 
(ILSVRC) marked a turning point in computer 
vision, as it demonstrated the power of deep 
learning models in achieving state-of-the-art 
performance on image classification tasks. 
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III. METHODS AND METHODOLOGY 

The convolution layer of a deep 
learning model plays a crucial role in feature 
extraction, where the parameters, such as the 
size and number of convolution kernels, 
significantly impact the performance of the 
model. The first convolutional layer is 
positioned closest to the image input and is 
responsible for capturing fundamental 
features like edges, textures, and basic 
structures of the image. As the convolution 
layers deepen, they process more complex 
features. Therefore, the parameters of the 
initial convolution layer are critical for 
extracting low-level features such as shadows, 
edges, and lighting patterns. 
 To ensure that these features are 
efficiently processed by subsequent layers, 
smaller convolution kernels are often 
preferred in the first layer. These smaller 
kernels help to capture fine-grained details of 
the image, which can be further refined as the 
network progresses through additional layers. 
 After feature extraction, the 
convolutional layer outputs are mapped 
through an activation function, which 
introduces non-linearity to the model, 
enabling it to learn complex patterns and 
relationships within the data. For this 
purpose, the ReLU (Rectified Linear Unit) 
activation function [26] is widely adopted in 
modern convolutional neural networks. ReLU 
is favoured due to its simplicity and efficiency 
in mitigating issues such as the vanishing 
gradient problem, making the learning 
process faster and more effective. 

 The mathematical expression for the 
ReLU function is as follows: 
 

                  (2)    
                                                   

This function activates the neurons by 
outputting the input value if it is positive, and 
zero otherwise, helping the model learn more 
efficiently and accurately. 

 

   (3) 
 

The enhanced calculation formula for 
the activation function ensures that when the 
input feature is negative, it not only preserves 
the negative value information in the feature 
map but also promotes reinforcement learning 
of effective features. This optimization helps 
retain more meaningful features from the 
input data, improving overall performance. 
 In the optimized convolutional neural 
network model, the Softmax function is 
employed to classify images. The Softmax 
function, which is based on a supervised 
learning algorithm, performs feature 
regression during the classification process 
[27]. In this classification task, the target 
category y of the image can take on MM 
different values. Let the image training set be 
represented as (x1, y1),… , (xi,yi), where xi 
denotes the image training sample and yi 
represents the corresponding image 
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classification category, with yi∈{1,2,… ,M}y_i. 
The cost function for the Softmax regression 
algorithm in this scenario can be expressed as 
follows: 

 (4) 
 

Assuming that the cost function 
accumulates MMM markers, the probability 
that a given training sample xxx belongs to 
category k can be calculated using the 
following expression: 

 

          (5) 
 
Dataset Analysis: 

 To evaluate the effectiveness of the 
image classification deep learning model 
presented in this paper, we utilized the 
Oxford University Flower dataset for 
experimentation [1]. This dataset consists of 
images that capture various aspects such as 
proportions, shapes, and lighting variations of 
different flower types, with some categories 
exhibiting significant variations. The dataset 
includes 17 flower categories, each containing 
80 images, totalling 1360 images. For the 
experiment, the dataset was randomly split 
into three subsets: a training set, a validation 
set, and a test set for model evaluation. A 
sample image from the Flower dataset is 
presented in Fig.-1 and Fig.-2. 

 

           
Fig.2: Images of dataset to be classified 

[Source: Oxford 102 flower dataset [1]] 

 

 
Fig.3: Flowers Images from dataset for 

classification 
[Source: Oxford 102 flower dataset [1]] 

 
The experiment is carried out using 

Matlab®, Python®, and a deep learning 
framework. It involves preprocessing, feature 
extraction, model training, and image 
classification using the Flower dataset to 
assess the model's performance and accuracy. 
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To evaluate the performance of the 
deep learning model, classification accuracy is 
utilized as a key metric. This includes both 
overall accuracy and category-specific 
accuracy. The overall accuracy (AC) is 
computed as the proportion of correctly 
classified samples out of the total number of 
samples. On the other hand, category 
classification accuracy (CCAi) is defined as the 
ratio of correctly classified samples within a 
specific category to the total samples in that 
category. The formulas for calculating these 
accuracies are as follows: 

    (6) 
 

In the formula above, tni{ni} refers to 
the number of correctly classified samples, tn 
denotes the total number of test samples, tri 
represents the number of correctly classified 
samples of type i, and tni indicates the total 
number of test samples of type i. 
 
IV. RESULTS AND ANALYSIS: 

To perform a detailed comparative 
analysis of the performance of various 
network models, the experiment utilized three 
well-known deep learning architectures: 
LeNet, AlexNet, and VGGNet. These models 
were chosen for their historical significance 
and varying complexities in image 
classification tasks. The aim was to evaluate 
how each model performed in classifying 

flower images from the Oxford flower dataset, 
and how their performance improved with 
respect to the number of iterations during 
training. 
 The experimental results, as depicted in 
Figure 12, demonstrate the relationship 
between classification accuracy and the 
number of training iterations. Initially, after 50 
iterations, the LeNet model showed an 
accuracy of 28%, which was relatively low 
compared to the others. The AlexNet model 
achieved an even lower accuracy of 17%, 
while the VGGNet model, despite being a 
more complex model, performed better with 
an accuracy of 48%. 
 

 
Fig.4: Comparison of Accuracy with 

Respect to Iterations. 

 
As training continued and the number 

of iterations increased to 100, all models 
showed significant improvements in accuracy. 
LeNet’s accuracy increased to 45%, AlexNet’s 
improved to 39%, and VGGNet’s accuracy 
rose substantially to 72%. This indicates that 
the more complex models, particularly 
VGGNet, benefited from extended training, 
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while the simpler LeNet and AlexNet models 
had more limited improvements. 

The final results, when all models had 
fully converged after a sufficient number of 
iterations, further demonstrated the 
differences in performance. The VGGNet 
model achieved the highest accuracy at 75%, 
showcasing its ability to effectively classify 
flower images, even in more complex datasets. 
The LeNet model followed with a peak 
accuracy of 58%, which, while lower than 
VGGNet, still demonstrated substantial 
improvement over the initial stages of 
training. On the other hand, the AlexNet 
model reached a maximum accuracy of 41%, 
reflecting the challenges faced by this 
architecture in handling the complexity of 
flower image classification compared to the 
other two models. 
 In conclusion, the experiment 
highlighted that while simpler models like 
LeNet showed relatively lower performance, 
more complex models such as VGGNet 
exhibited much higher accuracy, especially 
after more iterations. The results underscore 
the importance of model complexity and 
training duration in achieving high 
classification accuracy, with VGGNet 
emerging as the most effective model for this 
particular image classification task. 
 To evaluate the impact of model 
optimization on image classification 
performance, the accuracy of flower image 
classification before and after optimization 
was compared in the experiment, as 
illustrated in Figure-4. The comparison reveals 
notable improvements in both convergence 

speed and classification accuracy for the 
optimized model. 
 Initially, during the early stages of 
training, the optimized model demonstrates 
faster convergence compared to the non-
optimized model, allowing it to reach a more 
effective solution quicker. However, as 
training progresses into the middle stages, 
both models exhibit similar convergence rates. 
In the later stages of training, the performance 
of both models stabilizes, with only minimal 
differences observed. 
 When evaluating the test dataset, the 
optimized model consistently outperforms the 
non-optimized model, showing superior 
convergence speed and higher image 
classification accuracy. These results highlight 
the effectiveness of the optimization method 
proposed in this study. By improving the 
efficiency of training and enhancing 
classification performance, the optimization 
contributes significantly to the overall 
effectiveness of the model. Thus, the proposed 
optimization approach proves to be a valuable 
technique for improving the accuracy of image 
classification tasks. 
 To further investigate the effect of 
model optimization on the loss value function, 
a comparison of the models before and after 
optimization was conducted using both the 
training and test sets, as shown in Figure-5. 
The results reveal a significant difference in 
the behavior of the loss value functions 
between the two models. 
 For the non-optimized model, the loss 
value function increases as the number of 
iterations grows, indicating the occurrence of 
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overfitting. Overfitting occurs when the model 
becomes excessively tuned to the training 
data, leading to poor generalization to unseen 
data. This trend is undesirable as it suggests 
that the model is not effectively learning to 
generalize beyond the training set. 
 In contrast, the optimized model 
exhibits a downward trend in its loss value 
function as the number of iterations increases. 
This behavior indicates that the optimization 
process successfully reduces the cost of 
parameter training and minimizes the 
likelihood of overfitting. By improving the 
model's ability to learn generalizable patterns, 
the optimization enhances the model's 
robustness and reduces the risk of poor 
performance on new data. 
 These findings demonstrate that the 
model optimization not only improves the 
accuracy but also leads to better training 
efficiency by effectively managing the loss 
during the training process. Thus, the 
optimization technique plays a crucial role in 
improving both the learning process and the 
overall performance of the model. 
 

 
Fig.5: Accuracy respect teo iterations. 

 To examine the relationship between 
the loss value function of the optimized model 
and the number of iterations, a comparison 
was conducted between the models before 
and after optimization using both the training 
set and test set, as shown in Figure-6. The 
results show that the loss value function of the 
non-optimized model increases with the 
number of iterations, indicating that the model 
suffers from overfitting. This overfitting 
implies that the model becomes overly 
specialized in the training data and fails to 
generalize well to new, unseen data. 
 In contrast, the loss value function of 
the optimized model decreases as the number 
of iterations increases. This downward trend 
suggests that optimization successfully 
reduces the cost of parameter training and 
minimizes the occurrence of overfitting. As a 
result, the optimized model improves its 
generalization capability and better adapts to 
the task of image classification. 
 Thus, the comparison demonstrates 
that optimization plays a crucial role in 
enhancing the model's performance by 
lowering the training cost and addressing 
overfitting, which ultimately leads to 
improved accuracy and model efficiency. 
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Fig.6: Accuracy respect to iterations 

 
 Based on the experimental comparison 

results that show the relationship between 
classification accuracy and the number of 
iterations for common network models in 
image classification, it is evident that the 
model proposed in this paper outperforms 
other models in terms of classification 
accuracy. When comparing the classification 
accuracy of the deep learning model on both 
the training set and the test set before and 
after optimization, it is clear that the 
optimization process significantly enhances 
the accuracy of image classification. This 
indicates that the proposed optimization 
strategy effectively improves the model’s 
performance, leading to more accurate results 
in classifying flower images. The optimization 
not only accelerates convergence but also 
increases the robustness and efficiency of the 
model in handling various image classification 
tasks. 
  
 

 

 

V. CONCLUSION 

This research aimed to optimize a deep 
learning-based image classification model 
specifically for the Oxford 102 Flower dataset, 
which contains images of different flower 
species. The model utilized Convolutional 
Neural Networks (CNNs), a popular deep 
learning architecture, to automatically extract 
features and classify the images. The CNN 
architecture was enhanced with the ReLU 
(Rectified Linear Unit) activation function, 
which is known for its ability to improve 
learning speed and efficiency by allowing the 
network to learn complex patterns from the 
data. For classification, the Softmax activation 
function was employed in the final layer to 
output probabilities for each class. 
 The dataset was split into three subsets: 
a training set, a validation set, and a test set. 
The training set was used to teach the model 
how to recognize flower species, while the 
validation and test sets were used to evaluate 
the model’s performance. The model’s 
performance was primarily measured by 
classification accuracy, which provided 
insight into how well the model was able to 
correctly classify images from the test set. 
 To assess the effectiveness of the 
proposed model, it was compared with three 
well-established CNN architectures—LeNet, 
AlexNet, and VggNet. The experimental 
results indicated that the proposed model 
outperformed these traditional models in 
terms of classification accuracy. In particular, 
VggNet showed the highest accuracy, but the 
proposed model demonstrated superior 
convergence rates and overall classification 
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performance. Further, the results from the 
optimization experiments showed that the 
proposed model exhibited faster convergence 
in the early stages of training and maintained 
higher accuracy across both the training and 
test sets. The loss function of the optimized 
model showed a consistent downward trend 
during training, indicating that overfitting 
was minimized and the model was able to 
generalize better to new, unseen data. 
 In terms of model optimization, the 
proposed method significantly enhanced both 
the convergence speed and the accuracy of the 
image classification task. Through tuning the 
network architecture and fine-tuning 
hyperparameters, the optimized CNN model 
showed better performance compared to 
traditional models. The reduced overfitting 
indicated by the improved loss function curve 
demonstrates the efficiency of the 
optimization techniques used. 
 The overall findings suggest that the 
proposed optimized CNN model provides a 
highly effective and scalable solution for 
large-scale image classification problems. The 
ability of the model to adapt to the 
complexities and variations within datasets, 
such as the Oxford 102 Flower dataset, shows 
its robustness and versatility in real-world 
applications. Furthermore, the results 
highlight the importance of model 
optimization and hyperparameter tuning to 
achieve higher performance in deep learning-
based image classification tasks. The research 
emphasizes that deep learning models, when 
properly optimized, can be extremely effective 
in complex image classification tasks. 
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